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What is Algorithm?





Algorithm

 An algorithm is a sequence of unambiguous 

instructions for solving a problem, i.e., for obtaining a 

required output for any legitimate input in a finite 

amount of time.

 A finite set of instructions which if followed 

accomplish a particular task.
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Algorithm (Cont…)

In addition every algorithm must satisfy

following criteria:

 Input – Zero or more quantities externally supplied

 Output – At least one output is produced

 Definiteness – Each Instruction must be clear & 

unambiguous 

 Finiteness – Algorithm must terminate after finite 

number of steps

 Effectiveness – Instruction should be easily 

understandable and sufficiently 
Simple and basic9



Why Study Algorithm?





Example

Two algorithms on two systems 

 Algorithm  A1 50 n lg n

 Algorithm  A2 2 n2
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Super computer

108 inst / sec

A2

P.C

106 inst / sec

A1

For n = 106

Time taken by Super Computer

=   2(106)2/ 108 =   20,000 sec

Time taken by P .C.

=   50 (106 lg 106 ) / 106 =   1,000 sec



Algorithm Specifications



Algorithm Specifications
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ALGORITHM vs PROGRAM: The PROGRAM does 

not have the Finiteness condition.





Pseudo code

 Pseudocode is an English language like 
representation of the code required for an algorithm.

 It is partly English, partly structured code.

 The English part provides a relaxed syntax that is 
easy to read.

 The code part consists of an extended version of the 
basic algorithmic constructs-sequence, selection and 
iteration.



Analysis of Algorithm





Analysis of Algorithm

 Issues:
 Correctness

 Time Efficiency

 Space Efficiency

 Optimality

Approaches:
 Theoretical Analysis

 Empirical Analysis
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Time Efficiency

 Time T (P) taken by a program P is the sum of the 

Compile time and run (or execution) time.

 Program once compiled can be run several times.

 Compile time does not depend on the instance 

characteristics.
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Space Efficiency

 Space Complexity is the amount of memory an 

algorithm needs to run to completion.

 Space needed by an algorithm can be sum of 

following components:

 A fixed part that is independent of the 

characteristics of the input & outputs. This part 

typically includes the instruction space, space for 

variables, constants etc.

 A variable part consists of the space needed by 

component variables whose size is dependent on 

the particular problem instance being solved.21



Theoretical Analysis of Time Efficiency

Time efficiency is analyzed by determining the number

of repetitions of the basic operation as a function of

input size.

Basic operation: the operation that contributes the most

towards the running time of the algorithm.
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running time execution time

for basic operation

or cost

Number of times 

basic operation is 

executed

input size

T(n) ≈ copC(n)



Empirical/Experimental Analysis of 
Time Efficiency

 Select a specific (typical) sample of inputs

 Use physical unit of time (e.g.,  milliseconds)

or

Count actual number of basic operation’s executions

 Analyze the empirical data
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Algorithm Design Strategies / 

Techniques



Algorithm Design Strategies / 
Techniques

 Brute force

 Divide and conquer

 Decrease and conquer

 Transform and conquer

 Greedy approach

 Dynamic programming

 Backtracking 

 Branch-and-Bound

 Space and time tradeoffs
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