Processing of ANN depends upon the following three building blocks -

. Network Topology
. Adjustments of Weights or Learning

o Activation Functions
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During the training of ANN under unsupervised learning, the input vectors of similar type are combined to
form clusters. When a new input pattern is applied, then the neural network gives an output response

indicating the class to which the input pattern belongs.

There is no feedback from the environment as to what should be the desired output and if it is correct or
incorrect. Hence, in this type of learning, the network itself must discover the patterns and features from
the input data, and the relation for the input data over the output.
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It is also called the identity function as it performs no input editing. It can be defined as -

Sigmoid Activation Function

It is of two type as follows -

e ==
- Binary sigmoidal function |G

is positive in nature. It is always bounded, which means its output cannot be less than 0 and
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