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ML Advantages and Disadvantages

Advantages of Machine learning

1. Easily identifies trends and patterns:

• Machine Learning can review large volumes of data and discover specific

trends and patterns that would not be apparent to humans. For instance,

for an e-commerce website like Amazon, it serves to understand the

browsing behaviors and purchase histories of its users to help cater to the

right products, deals, and reminders relevant to them. It uses the results to

reveal relevant advertisements to them.

2. No human intervention needed (automation):

• With ML, you don’t need to babysit your project every step of the way.

Since it means giving machines the ability to learn, it lets them make

predictions and also improve the algorithms on their own. A common

example of this is anti-virus software's; they learn to filter new threats as

they are recognized.



3. Continuous Improvement:

• As ML algorithms gain experience, they keep improving in

accuracy and efficiency. This lets them make better decisions. Say

you need to make a weather forecast model. As the amount of data

you have keeps growing, your algorithms learn to make more

accurate predictions faster.

4. Handling multi-dimensional and multi-variety data:

• Machine Learning algorithms are good at handling data that are

multi-dimensional and multi-variety, and they can do this in dynamic

or uncertain environments.

5. Wide Applications:

• You could be a healthcare provider and make ML work for you.

Where it does apply, it holds the capability to help deliver a much

more personal experience to customers while also targeting the right

customers.



Disadvantages of Machine Learning
With all those advantages to its powerfulness and popularity,
Machine Learning isn’t perfect. The following factors serve to
limit it:

1. Data Acquisition:

• Machine Learning requires massive data sets to train on,
and these should be inclusive/unbiased, and of good quality.
There can also be times where they must wait for new data
to be generated.

2. Time and Resources:

• ML needs enough time to let the algorithms learn and
develop enough to fulfill their purpose with a considerable
amount of accuracy and relevancy. It also needs massive
resources to function. This can mean additional
requirements of computer power for you.



3. Interpretation of Results:

• Another major challenge is the ability to accurately interpret

results generated by the algorithms. You must also carefully

choose the algorithms for your purpose.

4. High error-susceptibility:

• Machine Learning is autonomous but highly susceptible to

errors. Suppose you train an algorithm with data sets small

enough to not be inclusive. You end up with biased

predictions coming from a biased training set. This leads to

irrelevant advertisements being displayed to customers. In the

case of ML, such blunders can set off a chain of errors that

can go undetected for long periods of time. And when they do

get noticed, it takes quite some time to recognize the source

of the issue, and even longer to correct it.



Supervised Machine Learning

Supervised learning is the types of machine learning in which

machines are trained using well "labelled" training data, and on

basis of that data, machines predict the output. The labelled data

means some input data is already tagged with the correct output.

In supervised learning, the training data provided to the machines

work as the supervisor that teaches the machines to predict the

output correctly. It applies the same concept as a student learns in

the supervision of the teacher.

Supervised learning is a process of providing input data as well

as correct output data to the machine learning model. The aim of

a supervised learning algorithm is to find a mapping function

to map the input variable(x) with the output variable(y).



How Supervised Learning Works?

In supervised learning, models are trained using labelled dataset,

where the model learns about each type of data. Once the training

process is completed, the model is tested on the basis of test data

(a subset of the training set), and then it predicts the output.

The working of Supervised learning can be easily understood by

the below example and diagram:



Suppose we have a dataset of different types of shapes
which includes square, rectangle, triangle, and Polygon.
Now the first step is that we need to train the model for
each shape.

• If the given shape has four sides, and all the sides are
equal, then it will be labelled as a Square.

• If the given shape has three sides, then it will be
labelled as a triangle.

• If the given shape has six equal sides then it will be
labelled as hexagon.

Now, after training, we test our model using the test set,
and the task of the model is to identify the shape.
The machine is already trained on all types of shapes,
and when it finds a new shape, it classifies the shape on
the bases of a number of sides, and predicts the output.



Steps Involved in Supervised Learning:

• First Determine the type of training dataset

• Collect/Gather the labelled training data.

• Split the training dataset into training dataset, test dataset, and

validation dataset.

• Determine the input features of the training dataset, which should

have enough knowledge so that the model can accurately predict the

output.

• Determine the suitable algorithm for the model, such as support

vector machine, decision tree, etc.

• Execute the algorithm on the training dataset. Sometimes we need

validation sets as the control parameters, which are the subset of

training datasets.

• Evaluate the accuracy of the model by providing the test set. If the

model predicts the correct output, which means our model is accurate.
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