distribution tO TUEEE=

Standard Error of the Mean
) . aationisan
Because a sampling dlstrlbutlol?eoretical sampling

The standard deviation ofat ' ing ¢
(o) This value1s €
fthe Mo e c in Figure 18.2A

we can also establish its yapi...
distribution of means is Caliablli .
sidered an estimate of the ed th,
represents a hypoth Etic};?s:la‘

m-

ormal curve:

standard error 0 o urve
' d deviation, 7 ec _ : : .
tion standar med b repeatEd sampling of blrth.welghtsl with sample
les tend to vary, and in fact, we see a wide usrof

Ve

ling distribution for
uch small samp T o

. . tribution 1N the curve in Figure 18.2B was .

n-

yn = 10. The means of s (g distr

with great variability. The sampin , los of n = 50. Th
me population, but with samp es o . These sample m

structed from (e ° per e with less variability and, therefore, a smaller s(:::ls

distribution curv
Jes become more representative of th
e

form a narrower | cut
dard deviation. AS sample s1Z€ increases, samp '
ore likely to be closer to the population mean; that i

population, and their o
their sampling erTor will be smaller. Therefore, the standard deviation of the sampling
of sampling €ITor, reflecting how accurately

distribution 1s an indicato [
the various sample means estimate the population mean.
Because we do not actually construct a sampling distribution, we need some useful
of the mean from sample data. This estimate, sy, is

way to estimate the standard error
based on the standard deviation and size of the sample:
s
(18.1)

e of birth weights, for a single sample O

h a standard deviation of 30 (see Fi
le of n = 50,5 = 30/ \/50

f 10 babies, we found a
ure 18.2A). Therefore,
=42 As illustrated In

of the mean decreases. With larger sam-

ble, and therefore, 2 statistic
rameter than

Using our exampl
mean of 115 wit
X = 30/V/10 = 9.5. With a samp
Figure 18.2, as 1 increases, the standard error
ples the sampling distribution is expected to be less varia

based on a large sample is considered a better estimate of a population pa
hat the sam”

one based on a smaller sample.
A Sfxmple mean, together with its standard error, helps us imagine W _
ling distribution curve would look like. For example, for a sample of 1 = 50, Wlt'h
% = 115 and sz = 4.2, the theoretical sampling distribution might look Jike the cu7"*

distr!
trates that even for skewedWe N
ncreases: reforés &
redic

;Thvis phenomenon is explained by the central limit theorem, which demons
uutxf)ns, t:}e san.\pl?ng q:stribution of means will approach the normal curve as 1
se sampling distributions and the probabilities associated with the normal curve top

acteristics for any distribution.

t popu]aﬁon




-az1s adwes JO UONOUN € ST 31 3sNensq -

cpau J021P € 3G 10UV MMW» vaﬂﬁwm .w,%a.af 3jou %ﬂ“

~dod Ap w aoueueA m ssa] 29 mm uone[n snp 29 IP Ueaw; wEES
3M BEZ1 2a0qe 10 9901 ung Kes Os[e UEd IM dBURIT ST unpy

o1 a1y 1Y} i ) " an ?
Aue yep adoueyd $mhm=vq.m;w Mm_:__. vqosd ayp 21021 (XSTF) PELL PUR g
ueaw ajdures ©IPY M

B
ajdures Wq
woneyndod snp wo1y Meip E:m_oE uwsow—vo_Zo Ew_wﬁk Ay
ueaw ® AARY 2.53; e SaoUTY AU /3AIND [RULIO M_.% : b:“ 0 uo
AR 001 7 H.wvmﬂ_...%ﬁa apfurs e Surmelp JO Aimqeqoid U AUNUINIP s 5., !
ueaw utead vyl )

o SN asn aM "oy
pumsad Ue Se 9A M J1 '4T81 3mBg uy
od ap Jo A n

-nquustp uonem d Moy

06 = U Ym s3|dwes J0) UMEID 51 g aniny ¢ u
. onnquisip Bundwes [eanayiodiy - 7.g; S
aun) yBiam yig Koj sUot u
yum sajduwes 10 umesp St Y

8
wohem e
"
m_— - ,
\ ’ g
' ’
' '
! b B | ] m
\ : ,
\ -4 o ,M, ,.,m,, P

\ il gl / ﬂvg |

\ ! |
\ \ i. m

\ , |
., ! Tg. w

s |

\
\ ’
\ !
' \ N.#lm.
r/ \\ SIC ‘mgw

]

endd



VALS
CONFIDENCE INTER
. A ONS, sa
For many research aPPh‘Lanz can sample ™
aramcters. For exam}: t: ertain diqgnoscs o
onts with ©
tal stay for patien of
of motor unction: . form
ation behaves and to us€ this info
rther researclt  of sampli istributions to esti
. We can useé our nowlcdg‘ v 1 ele value Obtairtm;t; POPUIation
vo ways: oint estimé ‘ B¢ We k ed by direct cal Arap,
ta, such as using X to estimate £ ef now, however, tha anCu iy
411 most likely €07 me degree of error as a population . Sigl
, meaningful to Us¢ an interval estimate, by which Stimyy,

Therefore, it 1S © : | .
e rval within which we believe the population parameter will lie. Suc}:v @ Spey
only the value 0 an g

ify an intery . o singl
-onsideration not a single sample statistic 1.,
7 DUt the

niatc takes into € '
of that statistic as well.
ted the population mean fo
rlu ,
mbar Splﬂa;

relative accuracy :
Fitzgerald et al! estima
]ds. Based on 2 random sample of 42 individual
5, the,

For example,
nsion for 30- t0 39-year-0
¥ = 400 degrees and s = 88 degrees. Therefore, the point estimgt. -
400 degrees. How can we tell how accurate this estimate ’i“fte of
omfortable giving a range of values within which we ar: fPe]
| fall. For instance, W€ might guess that the POpulaill'E;

mean is likely to be within 5 degrees of the sample mean, to fall within the interval 35
to 4; degrees. We must be more precise than guessing allows however, in proposi :
= i " : /" : 4 ’ -
SuC Aall ::;::l‘,c Seo ;::t welcan be 'confldent that the interval is an accurate estimatf
Conﬁdmce fidence | shf;vlfi (CI). is a range of scores with specific boundaries, or
o ] a,re at shou ¢ }::ontam the populatlc?n mean. The boundaries of the confi
o e.sample mean and its standard error. The wider the infer-
l wep pose, the more confident we will b i
within it. This degree of confidence i ill be that the triie populatlon e
o el is expressed as a probability percentage, such &
To illustrate the
the example. of lupmrlc))cedure‘a for constructing a 95% confidence interval, consid®
sy = 88/ V42 = 136 Tk: SSpmle extension, with X =400, s =85 " - 42 and
jn F " o amp in diSt . . . Uy - Ui = 4z, “
. ;ﬁ:arf; 13.3. We.know that 95.45%g of threll't)(l)lltt I?n ’eSt‘lmated i
e i ot o £ < 53 oo 10 dler e
referring to Tall;l mAQSO/."’ we need to determin . T}Tereff)re' to determine the prl ‘Jﬂ-v
(0475 on either sid 1in the Appendix, we Ce points just slightly less than® S
dard error units abe of the mean) is bounded ;n determine that 0.95 of th¢ mmif
the total samplin ((j)-ve and below the mean ng a z-score of +1.96, just 1es® than 2%
fhat the Populatign 1stribution wil] fal] bet“‘, erefore, as shown in Figur€ 183, %
interval, mean will fal] within thiee-n ~196sg and +1.965%. We ar¢ 95% 5"
S 1. 702 ) #‘)‘,‘_
interval. This is called the 957 con

le dataare used to estimate unkn

edical records to determine | w Popy

- we could study normativeil;%th f:ti:)n

f analyses is to esti Ues ¢, P
y timate hoy, , Orty,

ecision makin
gorasa fOunda:'pQPu
l()nf ’

[e

these types 0
ation for d
Op

eters in tv

rom sample d i 5O

exte
Jetermined that
w is the sample mean,
haps we would be more ¢
sure the population mean wil

Je is shov™

han -l

a 09/

We obtaij
aln the bO
undarie
al using the f
sing the formula

Cl=7%
| Xi(Z)sX



PART IV B Data Analysis

i?

+2 3

A2 67
A

FIGURE 18.3 95% Confidence interval for sampling distribution of lumbar extension range of motion
for 30-39 year olds. ‘ e

For 95% confidence intervals, z = +1.96.
For our data, therefore,

95% CI = 40.0 + (1.96)(1.36)
= 400 + 2.67
95% CI = 37.33,42.67

We are 95% confident that the population mean of lumbar extension for 30 to 39-year-
olds will fall between 37.33 and 42.67 degr

ees.
How can we interpret this statement? Because of sampling error, one sample we
select may have a mean of 50 degrees, wi

th 95% confidence limits between 40 and 60
degrees. Another sample could have a me

an of 52 degrees, with 95% confidence limits
between 42 and 62 degrees.

The 95% confidence limits indicate that if we were to draw
100 random samples, each with n =

42, we could construct 100 confidence intervals

around the sample means, 95 of which could be expected to contain the true population

mean, as illustrated in Figure 18.4. Five of the 100 intervals would not contain the pop-
ulation mean. This would occur just by chance, because the scores chosen fo.r those five
samples would be too extreme and not good representatives of the population. In real-

ity, however, we construct only one confidence interval based on the data from only one

sample. Theoretically, then, we cannot know if that one sample would produce one of

the 95 correct intervals or one of the 5 incorrect ones. Therefore, there is a 5% chance
that the population mean is not included in the obtained interval, that is, a 5% chance
the interval is one of the incorrect ones.

To be more confident of the accuracy of an interval, we could construct a 99% con-
fidence interval, allowing only a 1% risk that the interval we propose will not contain
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