
distribution to for 

also establish its variability 
dered an estimate ot the popula- 

Standard Error of the Mean 

Because a sampling 
distribution 

is a 
normal 

curve, 
we can also establish : 

Because 
means is called the 

standard error of the mean 
(o). This value is 

considered an estimato 
tcalled 

ith samples of 

pling 
distribution 

formed by repeated 
sampling 

of birth weights, 
withCaSam 

was con 

The standard 
deviation of a 

theoretical 
sampling 

distribution of meas 

A represents a hypothetica thetical sam- 
tion standard 

deviation, o. 
The curve in Figure 

18.2A represents a hv 

fact, we see a wide curve 

with great variability. 
The sampling 

distribution 
in the curve in Figure 18 

2R.CUve 

therefore, a smaller stan 
1 = 10. The means of such small samples 

tend to vary, and in fact, we sen a .ples of 

means 

structed from the same population, 
but with samples 

of n 50. These samnia 

tis, 
dard deviation. As sample size increases, samples Decome 

more representative of 

population, and their means are more likely to be closer to the population mean: i torm a 
narrower 

distribution 
curve 

with less variability and, therefore. a s eans 

their sampling error will be smaller. Therefore, the standard deviation of the samnl 

ately 
distribution is an 

indicator of the degree of sampling error, retlecting how accuratel 

the various sample means 
estimate the population 

mean. 

Because we do not actually 
construct a sampling 

distribution, we need some usefl 

way to estimate the standard error of the mean from sample data. This estimate, sT, is 

based on the standard deviation and size of the sample: 

(18.1) 

Using our example of birth weights, for a single sample of 10 babies, we found a 

mean of 115 with a standard deviation of 30 (see Figure 18.2A). Therefore, 

s 30/V10 = 9.5. With a sample of n 50, sx 
= 30/ 50 = 4.2. As illustrated in 

Figure 18.2, as n increases, the standard error of the mean 
decreases. With larger sam 

ples the sampling 
distribution is expected to be less variable, and therefore, a statistc 

based on a large sample is considered a better estimate of a population parameter t 

one based on a smaller sample. 

A sample mean, together with its standard error, helps us imagine what tne 

pling distribution curve would look like. For example, for a sample of n = u 

X = 115 and sx = 4.2, the theoretical sampling distribution migh 

am 

ight look like the cur" 

distri 

This phenomenon is explained by the central limit theorem, which demonstrates that even rot 

butions, the sampling distribution of means will approach the normal curve as n increases 

use sampling distributions and the probabilities associated with the normal curve to predict por 

acteristics for any distribution. 

ncreases. Therefore, wec 

population char- 
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ankno own population ed to estimate 

tal stay for patients 
with 

certain 

diagnoses 

or we 
could study 

norne 
lenoP 

of motor 

function. 
The 

purpose 

of 
these types 

of analyses is 
tonativev 

lation 
behaves

and to use 
this 

information 

for decis 

further research. 

aot hosp tive values tor tesg 

CONFIDENCE INTERVALS 

sample medical records 

For many 

research 

applications, 

sample 
data are 

used to 
estima 

analyses is to stimate how the 
popu. 

parameters. 

For 
example, 

we 
can 

sample 
medica 

records to 
detoKnown 

cision making or as a undation fq 

We can 
use 

our 

knowledge 
of sampling 

distributions to estim- 

eters in two ways. A point 
estimate 

is a single 
value 

from sample 
data, 

such as using X to estimate u. We. 

tain some degree 

populationp patanm 
direct 

ibutions to estimate 

alculatio however, that any 

sample 
value will most likely 

contain 
some degree of error ae e that an 

uch an esti 

singe stimate 
of error as a populat 

Therefore, it is often more 
meaningtul 

to use an 
interval 

estimate 
on esti 

f a single sample statistic 

stimate, by which we spec 

ify 
Theretore, 

an 
interval 

within 
which we 

believe the population parameter will lie. Su 

mate takes into 
consideration 

not only the value of a Single sample 
stati:ane 

spina the pulation mean for lumba 

the 

extension for 30- to 39-year-olds. 
Based on a random sample of 42 individualea 

ímate oi 

relative accuracy 
of that 

statistic as well 

le of 42 individuals th e 

determined that X = 400 degrees ands= 88 degrees. Theretore, the point estima 

is the sample mean, 40.0 degrees. How can we tell how accurate this estimate i? 

fairly 

For example, 
Fitzgerald et al 

estimated the population mean for ) 

haps we would be more 
comfortable giving a range of values within which we are fai 

sure the population mean will fall. For instance, we might guess that the populatin 

mean is likely to be within 5 degrees of the sample mean, to fall within the interval 

to 45 degrees. We must be more precise than guessing allows, however, in propOsing 

such an interval, so that we can be "confident" that the interval is an accurate estimate 

A confidence interval (CI) is a range of scores with specific boundaries, or 

confidence limits, that should contain the population mean. The boundaries of the cont: 

dence interval are based on the sample mean and its standard error. The wider the inter 

val we propose, the more confident we will be that the true population mean will ral 

within it. This degree of confidence is expressed as a probability percentage, sucna 

95% confidence. onsider 

lo illustrate the procedure for constructing a 95% confidence interval, cors 
the example of lumbar spine extension, with X = 40.0, s = 8.8, n * 

s = 8.8/V42 = 1.36. The sampling distribution estimated from this sample i 

in Figure 18.3. We know that 9545% of the total distribution will fall within sai 
the mean, or within the boundaries of z = +2. Therefore, to determine the P 

of the curve within 95%, we need to determine points just slightly less thancu 
+2. By 

referring to Table A.l in the Appendix, we can determine that 0.95 or (0.475 on either side of the mean) is bounded by a z-score of t1.96, just leo 183,95 dard error units above and below the mean. Therefore, as shown in r the total sampling distribution will fall between -1.96s and +1.96s. We are 

8.3, 

95% 

95% 

Sure 

of 

that the population mean will fall within this interval. This is called the interval.

5% confiden 

We obtain the boundaries of a confidence interval using the formula 
(182 

CI = X + (2)5x 
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412 

n 42 

S 1.36 

47 5% 47 5% 

-1.96 196 

95% 

3 -1 +1 +2 3 

3733 40 A267 

95% Confidence interval far sampling distribution of lumbar extension range of motion FIGURE 18.3 

for 30-39 year olds. 

For 95% confidence intervals, z = t1.96. 

For our data, therefore, 

95% CI = 40.0 + (1.96/1.36) 

= 40.0 2.67 

95% CI = 37.33, 42.67 

We are 95% confident that the population mean of lumbar extension for 30 to 39-year- 

olds will fall between 37.33 and 42.67 degrees. 
How can we interpret this statement? Because of sampling error, one sample we 

select may have a mean of 50 degrees, with 95% confidence limits between 40 and 60 

degrees. Another sample could have a mean of 52 degrees, with 95% confidence limits 

between 42 and 62 degrees. The 95%% confidence limits indicate that if we were to draw 

100 random samples, each with n = 42, we could construct 100 confidence intervals 

around the sample means, 95 of which could be expected to contain the true population 

mean, as illustrated in Figure 18.4. Five of the 100 intervals would not contain the pop- 

ulation mean. This would occur just by chance, because the scores chosen for those five 

samples would be too extreme and not good representatives of the population. In real-

ty, however, we construct only one confidence interval based on the data from only one 

sample. Theoretically, then, we cannot know if that one sample would produce one of 

ne 5correct intervals or one of the 5 incorrect ones Theretore, there is a 5%% chance 

that the population mean is not included in the obtained interval, that is, a 5% chance 

the interval is one of the incorrect ones. 

To be more confident of the accuracy of an interval, we could construct a 99% con- 

hdence interval, allowing only a 1% risk that the interval we propose will not contain 
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