


• The model is
• A set of synapses (connections) brings in activation from other 
neurons.

• A processing unit sums the inputs, applies the activation function.

• An out lines transmits the result to another neurons.



• Weight: The values w1,w2,...,wn are the weights to determine the strength of input vector 
x=[x1,x2,...,xn]T .

   net = x1w1+x2w2+....+xnwn = ��=1
� �� ��

• Bias:

• Transfer function: An transfer function performs a mathematical operation on net input.
• Linear Function

• Threshold

• Piecewise Linear

• Sigmoidal

• Tangent hyperbolic

• ReLU

The Transfer functions are chosen depending upon the type of problem to be solved by the network.



        net = ��=1
� �� �� = ���   (if we are using column vector)

• Threshold (Hard-limit) Function: It is either binary or bipolar

• Binary: � = ������ = �    0,   ��� < 0
   1,   ��� ≥ 0  

• Bipolar: � = ������ = �  − 1,   ��� < 0
  + 1,   ��� ≥ 0

• Linear Function: The output of a linear transfer function is equal to its input

                      � = ������ = ���



• Sigmoidal Function: � = ������ = 1
1+ �−���



1. Feed Forward Networks

1. Single Layer Feed Forward Networks

2. Multi Layer Feed Forward Networks: Networks have one or more hidden layers in between input and output 
layers.



1. Recurrent Networks



• Classified into three basic types

1. Supervised Learning: Providing the network with a series of sample inputs and comparing the output 
with the expected responses.

2. Unsupervised Learning - Most similar input vector is assigned to the same output unit(or no 
expected response).

3. Reinforcement Learning - Right answer is not provided but indication of whether ‘right’ or 
‘wrong’ is provided.
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