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• Set of pixels from edge detecting algorithms, 
seldom define a boundary completely because 
of noise, breaks in the boundary etc. 

• Edge detection is always followed by edge 
linking

• This section discusses edge algorithms that 
link edge pixels into meaningful forms

Detection of Discontinuities - 
Edge Linking



Local Processing

• Analysing the characteristics of edge pixels in 
a small neighbourhood

•            Gradient magnitude
•             Gradient direction
• All points that are similar according to a set of 

criteria are linked



                            Local Processing



Contin….

• Two neighbouring pixels are linked if 
both magnitude and direction criteria are 
satisfied

• Linked points are assigned a different 
gray level.



Global processing via the Hough 
transform
•  Motivation

– Given a point (xi , yi), many lines pass through 
this point as yi = axi + b with different a and b. 

– Find all lines determined by every pair of 
points and find all subsets of points that are 
close to particular lines.

• exhausted!   



The Parameter Space



Hough Transform
• Hough transform is a process that converts 

xy-plane to ab-plane (parameter space). 
Considering b = -axi + yi in ab-plane:
– A point (xi , yi) in the image space is mapped to many 

points {(a, b)} in the parameter space which are on 
line.

– (xj, yj) is mapped to many points {(a, b)} in the 
parameter space which are on line: b=-axj+yj.

• These two points are collinear if b = -axi + yi and 
b=-axj+yj in the parameter space intersect at (a’, 
b’).



Step 1: 

Subdivide ab-plane to accumulator 
cells. Let A(i, j) be the cell at (i, j) 
where amin≤ai ≤ amax, bmin ≤bj ≤bmax 
and A(i, j)=0.

Step 2:

For every (xk, yk), find b=-xkap+yk for 
each allowed p. 

Step 3:

Round off b to the nearest allowed 
value bq. Let A(p,q)=A(p,q)+1.

The Procedures of Hough Transform



Performance and Limitation

• Performance
– With n image points and K accumulator cells, 

there are nK computation involved.
• Limitation

– The slope approaches infinitely as the line 
approaches the vertival.

– Solution:
• Rewrite the normal representation of a line to

 xi cosθ + yi sinθ  = ρ 



Rewriting a line as  x cosθ + y sinθ = ρ

• This implementation is identical to the 
method using slope-intercept 
representation.

• Instead of straight lines, the loci are 
sinusoidal curves in ρθ -plane. �



Rewriting a line as  x cosθ + y sinθ = ρ

-90 90
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Edge-Linking Using Hough Transform

1. Compute the gradient of an image and 
threshold it to obtain a binary image.

2. Specify subdivisions in the ρθ -plane.
3. Examine the counts of the accumulator 

cells for high pixel concentrations.
4. Examine the relationship (for continuity) 

between pixels in a chosen cell.�
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• Set of pixels from edge detecting algorithms, 
seldom define a boundary completely because 
of noise, breaks in the boundary etc. 

• Therefore, Edge detecting algorithms are 
usually followed by linking and other 
detection procedures, designed to assemble 
edge pixels into meaningful boundaries

Edge Linking and Boundary Detection



Two Methods

► Local Processing (Local edge linker)
►Global Processing (Global edge linker) 

 
Two principal properties for establishing similarity of edge 
pixels:

• Strength of the response of the gradient operator used to 
produce the edge pixel

• Direction of the gradient vector.

Local Processing



                            Local Processing
• Analyzing the characteristics of edge pixels in 

a small neighborhood.
     - Gradient magnitude.
     - Gradient direction.





Global processing: Hough transform

• Now consider global relationships between 
pixels.

•  Suppose that, for n points in an image, we 
want to find all subsets of these points that lie 
on straight lines





Boundary Detection
� Boundary detection is the process of detecting 

and localizing salient boundaries between 
objects in a scene.



�In comparison, boundary detection is usually 
viewed as a mid-level process of finding 
boundaries of (and between) objects in 
scenes, thus having close ties with both 
grouping/segmentation and object shape. A 
large-scale data set of natural images with 
human-marked groundtruth boundaries

�The Berkeley Segmentation Data set (BSDS) was 
established in 2001 and quickly became the 
standard benchmark for  Boundary detection.



�  Boundary detection is closely related to, but not 
identical with, edge detection. Edge detection is 
a classical problem in computer vision which 
aims at finding brightness discontinuities. Edge 
detection is usually viewed as a low-level process 
of feature extraction that works under the 
assumption of ideal edge models (such as step 
and ridge edges).

Boundary Detection is a vital part of extracting 
information encoded in images, allowing for the 
computation of quantities of interest including density, 
velocity, pressure, etc.



















Global Processing - Hough Transform

• Hough transformation is a features extraction 
method for detecting simple shapes such as 
circle, lines etc. in an image.

• Hough transformation takes the images created 
by edge detection operations but most of the 
time edge map is disconnected.

• Therefore Hough transformation is used to 
connect the disjoined edge points.





































THRESHOLDING



THRESHOLDING
    
                        It is carried out with the assumption 
that the range of intensity level covered by object 
of interest is different from the background.



STEPS

I. A threshold   T    is selected  
II. Any point (x,y) in the image at which f(x,y)> T  is called an object point

III. The segmented image denoted by g(x,y) is given by 

                     g(x,y) =        1   if f(x,y)> T
                                         0   if f(x,y)<=T    



TYPES OF THRESHOLDING

1 -   Global thresholding
            where T is constant ,which is      called global thresholding.

2-     Variable thresholding
              T changes over an image, In variable thresholding more than 

one T value are exist.
3-    Local or Regional thresholding

           In variable thresholding if the value of T at any point of 
(x,y) in an image  depends on the properties of a neighbourhood of 
(x,y) 
4-  Dynamic or adoptive thresholding

In variable thresholding if the value of T depends upon the 
spatial coordinate of (x,y) 
 
                   





PROCEDURE FOR GLOBAL THRESHOLDING TO OBTAIN    T
                                    

1. Select an initial estimated for T.(This value should be 
greater than the minimum and less then the maximum 
intensity level in the image .It is better to choose the 
average intensity of an image ).

2. Segment the image using T.    This will produce two 
group of pixel G1  consist of all pixel with grey level 
values >T and G2 consisting of all pixel with values<=T.

3. Compute the average grey level values µ1 and µ2 for 
the pixels in the region G1 and G2 

4. Compute the average grey level values µ1 and µ2 for 
the pixels in the region G1 and G2 

5. Compute a new threshold value 
          T =1/2(µ1 + µ2 )

6. Repeat  step 2 through 4 until the difference in T in 
successive iterations is smaller then a predefine 
parameter T  .



Example-

                                                                   

                              Let T=(5+3+9+2+1+7+8+4+2)/9
   T=41/9

  =4.55 equivalent to 5
                 
     Segmenting the image using T  we would get 
                         G1={9,7,8}                                           G2={5,3,2,1,4,2}

 
                         µ1=(9+7+8)/3                                     
µ2=(5+3+2+1+4+2)/6
                              =8                      =2.83 equivalent to 3
                   T=1/2 (8+3)  

                                   =5.5 equivalent to 5
                                                                                                 
                                                                                                  

5 3     9
6 2    7
8    4    2



Region and Edge Based Segmentation

    Segmentation
    Segmentation is the separation of one or more regions 

or objects in an image based on a discontinuity or a 
similarity criterion. A region in an image can be 
defined by its border (edge) or its interior, and the two 
representations are equal. There are prominently 
three methods of performing segmentation:

• Pixel Based Segmentation
• Region-Based Segmentation
• Edges based segmentation



Edges based segmentation
Edge-based segmentation contains 2 steps:
Edge Detection: In edge detection, we need to 

find the pixels that are edge pixels of an 
object. There are many object detection 
methods such as Sobel operator, Laplace 
operator, Canny, etc.



Edge Linking:
      In this step, we try to refine the edge detection by linking the adjacent 

edges and combine to form the whole object. The edge linking can be 
performed using any of the two methods below:
– Local Processing: In this method, we used gradient and direction to 

link the neighborhood edges. If two edges have a similar direction 
vector then they can be linked.

– Global processing: This method can be done using HOG 
transformation

Pros :
– This approach is similar to how the humans brain approaches the 

segmentation task.
– Works well in images with good contrast between object and 

background.
Limitations:

– Does not work well on images with smooth transitions and low 
contrast.

– Sensitive to noise.
– Robust edge linking is not trivial and easy to perform.



Region-Based Segmentation
    The objective of segmentation is to partition an image into 

regions. We approached this problem by attempting to 
find boundaries between regions based on discontinuities 
in intensity levels, whereas in pixel based segmentation 
was accomplished via thresholds based on the distribution 
of pixel properties, such as intensity values or color.
There are two variants of region-based segmentation:

• Top-down approach
– First, we need to define the predefined seed pixel. Either 

we can define all pixels as seed pixels or randomly chosen 
pixels. Grow regions until all pixels in the image belongs to 
the region.

• Bottom-Up approach
– Select seed only from objects of interest. Grow regions only 

if the similarity criterion is fulfilled.



Segmentation techniques that are based on 
finding the regions directly:-

  1.   Region Growing  is a procedure that groups pixels or 
sub-regions into larger regions based on predefined criteria 
for growth. The basic approach is to start with a set of “seed” 
points and from these grow regions by appending to each 
seed those neighboring pixels that have predefined properties 
similar to the seed (such as specific ranges of intensity or 
color).
Selecting a set of one or more starting points often can be 
based on the nature of the problem. When a priori 
information is not available, the procedure is to compute at 
every pixel the same set of properties that ultimately will be 
used to assign pixels to regions during the growing process. If 
the result of these computations shows clusters of values, the 
pixels whose properties place them near the centroid of these 
clusters can be used as seeds.





Region Splitting and Merging
   The procedure discussed in the last section grows 

regions from a set of seed points. An alternative is 
    to subdivide an image initially into a set of arbitrary, 

disjoint regions and then merge and/or split the 
regions in an attempt to satisfy the conditions of 
segmentation.



   Figure 10.53(a) shows a X-ray band image of the Cygnus Loop.
The objective of this example is to segment out of the image 
the “ring” of less dense matter surrounding the dense center. 
The region of interest has some obvious characteristics that 
should help in its segmentation. 



• Similarity Measures:   Similarity measures can be of different 
types: For the grayscale image the similarity measure can be 
the different textures and other spatial properties, intensity 
difference within a region or the distance b/w mean value of 
the region.

• Region merging techniques:   In the region merging 
technique, we try to combine the regions that contain the 
single object and separate it from the background.. There are 
many regions merging techniques such as Watershed 
algorithm, Split and merge algorithm, etc.

• Pros:  Since it performs simple threshold calculation, it is 
faster to perform.

• Region-based segmentation works better when the object and 
background have high contrast.

• Limitations:  It did not produce many accurate segmentation 
results when there are no significant differences b/w pixel 
values of the object and the background.



INTRODUCTION TO IMAGE 
MORPHOLOGY

• Image morphology is a branch of science which 
deals with form and structure of images.

• Morphological image processing or morphology 
describes a range of image processing 
techniques that deal with the shape(or 
morphology) of features in an image.



• Morphological image processing is used to 
extract image components for representation 
and description of region shape, such as 
boundaries, skeletons, and the convex hull.

• Morphological operations are typically applied 
to remove imperfections introduced during 
segmentation, and so typically operate on 
bi-level images.

Uses of Morphology



Two basic operations-
• Erosion
• Dilation

Dilation: Adds pixels to the boundaries of objects in 
an image.

Erosion: Removes pixels on object boundaries.
Structuring element- The no of pixels added or 

removed from the objects in an image depends on 
the size and shape of the structuring element 
used to process the image.

Operations of Morphology





• Fills in holes.
• Smoothes object 

boundaries.
• Adds an extra outer ring 

of pixels onto object 
boundary, i.e., object 
becomes slightly larger.

Dilation





• Removes isolated noisy 
pixels.

• Smoothes object 
boundary.

• Removes the outer 
layer of the object 
pixels, i.e., object 
becomes slightly 
smaller.

Erosion





• Opening: It serves to 
eliminate noise.

• Closing: It serves to 
close up cracks in the 
object and holes due 
to pepper noise

Opening and Closing Process

References: 1. DIP by Gozalez & Woods
                     2. Other websites


